Using a two-phase evolutionary framework to select multiple network spreaders based on community structure
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**HIGHLIGHTS**

- Network community structures are used to identify multiple network spreaders.
- A two-phase evolutionary framework is proposed for finding community structures.
- Our framework produced satisfactory community quality without performance loss.
- A community center measure for selecting network spreaders is described.
- Distinct community structure benefits multi-network spreader dissemination.

**ARTICLE INFO**

Article history:
Received 26 January 2016
Received in revised form 18 May 2016
Available online 16 June 2016

Keywords:
Genetic algorithm
Community detection
Network spreading
Social network analysis
Multiple network spreaders

**ABSTRACT**

Using network community structures to identify multiple influential spreaders is an appropriate method for analyzing the dissemination of information, ideas and infectious diseases. For example, data on spreaders selected from groups of customers who make similar purchases may be used to advertise products and to optimize limited resource allocation. Other examples include community detection approaches aimed at identifying structures and groups in social or complex networks. However, determining the number of communities in a network remains a challenge. In this paper we describe our proposal for a two-phase evolutionary framework (TPEF) for determining community numbers and maximizing community modularity. Lancichinetti–Fortunato–Radicchi benchmark networks were used to test our proposed method and to analyze execution time, community structure quality, convergence, and the network spreading effect. Results indicate that our proposed TPEF generates satisfactory levels of community quality and convergence. They also suggest a need for an index, mechanism or sampling technique to determine whether a community detection approach should be used for selecting multiple network spreaders.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Influential network spreader identification can be used to accelerate or hinder the spread of information, ideas, or diseases in social and complex networks [1–5]. Strategies tied to identified spreaders can be used for tasks such as increasing product exposure ranges in marketing, monitoring contagious disease outbreaks, designing and executing disease...
intervention strategies [6], and speeding up Internet information dissemination or diffusion [2,4,5]. Thus, researchers are investing considerable time and resources into formulating influential network spreader identification schemes.

In some social network analyses, centrality measures and network structures are used to evaluate node importance. These measures can be classified as local or global [7–9]. Degree centrality is considered a simple and effective tool for measuring node importance: nodes with high degrees of centrality (e.g., hub nodes with multiple connections) have been shown to exert greater network influence [7–9]. In contrast, global centralities can be measured in terms of betweenness, closeness, and k-shell decomposition [1,3,7–9]. High betweenness indicates the location of a node on many of the shortest communication paths; high closeness indicates that a node serves as a network center with shorter average lengths of the shortest paths to other nodes in the network. High k-shell values (determined using k-shell decomposition) indicate node location within core network layers. A diffusion-based approach such as the PageRank (PR) algorithm can also be used to measure node importance in a network [10]. High PR value indicates node connections with many important neighbors. One research team has identified a method for measuring global diversity and local features that they describe as robust and less sensitive to the effects of network spreading [7,8].

However, centrality methods are insufficient for identifying multiple network spreaders, and are therefore not considered appropriate solutions for many practical marketing and disease prevention applications. Since community structure has been identified as an important network property along with small-world [11], scale-free [12], and fractal properties [13,14], community detection approaches are increasingly being used to identify network community structures or social groups to select multiple network spreaders [9,15–21]. Borgatti has suggested the use of two methods to identify important network nodes for purposes of defining a key-players problem (KPP) for selecting multiple network spreaders: KPP-Pos, a set of key players that are maximally connected to all other nodes, and KPP-Neg, a set of key players that are removed, thereby producing a residual network that has the lowest possible cohesion [22].

According to Borgatti’s KPP-Pos definition, finding a set (or simply a limited number) of key players can be reduced to a set/vertex cover problem or a 0/1 Knapsack problem. For successful community detection, the primary challenge is identifying a network’s community structure, which in turn supports the identification of multiple network spreaders in communities that are considered representative. Accordingly, a network community detection problem can be reduced to a graph partition problem, but the reduced problem is NP-Complete (NPC) [23]. Evolutionary computing approaches such as genetic algorithms (GAs) [24–29], ant colony optimization (ACO) [30], and particle swarm optimization (PSO) [31] are suitable for finding approximate solutions to NPC problems. GAs have at least two advantages: approximate solutions can be efficiently identified according to specific limitations, and the content of approximate solutions can be analyzed, understood and preserved—that is, community structure information can be extracted from chromosomes and stored in files.

Borgatti’s KPP-Neg definition is connected with the problem of finding a set of key players via mapping onto an optimal percolation problem, which minimizes many-body system energy [32]. In optimal percolation, a collective influence (CI) algorithm is used to identify a minimal (optimal) set of key players (influences) that, if removed, could break down an entire network into small, disconnected components at a certain threshold. Weak nodes with small numbers of connections, surrounded by hierarchical hub coronas, emerge from identified optimal sets of influencers in both theoretical and real-world networks. If weak nodes that are capable of spreading information throughout a network are identified as activated or immune, that increases the potential for reducing the number of vaccines that must be distributed and used during a large-scale pandemic. The use of weak nodes is also considered better than centrality-based methods for identifying approximate optimal critical thresholds.

In the present study, network community structures are used to select K network spreaders (or K key players) based on a combination of the KPP-Pos definition, resource limitations (i.e., the number of network spreaders), and community detection. The main criterion for identifying community structures is maximizing modularity [9,15–17,21]. Further, the primary condition for selecting network spreaders is that the nodes must have the highest numbers of intra-community connections and lowest numbers of inter-community connections [22]. According to Kitsak [3], a secondary condition is that distances between spreaders must be considered to determine the extent of network spreading overlap. Selected network spreaders are expected to spread information, ideas, or viruses from inside to outside communities in a network. However, since determining the K number of communities is a difficult task, K usually remains unknown. We therefore propose a two-phase evolutionary framework (TPEF) as a trade-off between performance efficiency and community compactness for automatically determining K. In phase one, an appropriate K value is automatically determined based on network topology sampling. In phase two the focus is on optimizing the phase one network partition. Multiple network spreaders are chosen from the identified communities.

For our preliminary experiment, we used the LFR benchmark model [33,34] to perform tests involving a partition-based straightforward GA (SGA) [29], a locus-based GA (LGA) [35–37], and our proposed TPEF to compare execution times, community structure quality, and solution convergence. Results indicate that TPEF is capable of determining an appropriate number of communities (i.e., K number) and generating satisfactory community structures. According to our network spreading simulation results, in the distinct community structure case (i.e., \( u \leq 0.2 \)) we found that using a community detection approach to select K network spreaders resulted in a much wider spreading range than the centrality-based methods. However, in cases of indistinct community structures (i.e., \( u \geq 0.2 \)), good performance was noted when centrality-based methods were used to select K network spreaders, with results similar to those produced by the community detection approach. In other words, there is at least one benefit to applying community detection methods to assist with K network spreader selection in situations marked by distinct community structures, otherwise centrality-based methods can be used
for $K$ network spreader selection. Our results also indicate that an index, mechanism, or sampling technique is required to determine whether a community detection approach should be applied in order to gain the benefits of community structures.

2. Background

To represent a social/complex network, let an undirected graph $G = (V, E)$, where $V$ is the node set and $E$ the edge set of a network, $|V|$ denotes the number of nodes and $|E|$ the number of edges. The network structure is represented as an adjacency matrix $A = \{a_{ij}\}$ and $a_{ij} \in R^n$, where $a_{ij} = 1$ if a link exists between nodes $i$ and $j$, otherwise $a_{ij} = 0$.

2.1. Local and global centralities

Degree centrality is a simple yet effective method for measuring node influence in a network [7–9]. Let $C_d (i)$ denote the degree centrality of node $i$. A high degree centrality indicates a large number of connections between a node and its neighbors. $NB_h (i)$ denotes the set of neighbors of node $i$ at a $h$-hop distance. The degree centrality of node $i$ is defined as

$$C_d (i) = |NB_h (i)| = \sum_{j=1}^{n} a_{ij}$$

where $|NB_h (i)|$ is the number of neighbors of node $i$ at the $h$-hop distance; in most cases, $h = 1$.

Betweenness centrality measures the proportion of the shortest paths going through a node in a network [7–9]. Let $C_b (i)$ denote the betweenness centrality of node $i$. A high betweenness value indicates that a node is located along an important communication path. Accordingly, the betweenness centrality of node $i$ is defined as

$$C_b (i) = \sum_{s \neq i \neq t \in V} \frac{|Q_s (i)|}{|Q_st|}$$

where $|Q_st (i)|$ is the number of shortest length from node s to node t through node i, and $|Q_st|$ the total number of shortest paths from node s to node t.

Closeness centrality measures the average length of the shortest paths from one node to other nodes [7–9]. Let $C_l (i)$ denote the closeness centrality of node $i$. A high closeness centrality value indicates that a node is located in the center of a network, and that the average distance from that node to other nodes is shorter compared to nodes with low closeness centrality values. The closeness centrality of node $i$ is defined as

$$C_l (i) = \frac{1}{\bar{l}_i}, \quad \bar{l}_i = \frac{1}{n} \cdot \sum_{j=1}^{n} l_{ij}$$

where $\bar{l}_i$ is the average length of the shortest paths from node $i$ to other nodes, and $l_{ij}$ the distance from node $i$ to node $j$.

2.2. K-shell decomposition and pagerank

$K$-shell decomposition iteratively assigns a $k$-shell index value to every node in a network [1,3]. During the first step let $k = 1$, and remove all nodes where $C_d (i) = k = 1$. After removal, the degrees of some remaining nodes may be $k = 1$. Nodes are continuously pruned from the network until there are no $k = 1$ nodes. All removed nodes are assigned a $k$-shell value of $ks = 1$. This procedure continues until all network nodes are removed and assigned a $k$-shell index value.

PageRank (PR) is a diffusion-based measure for evaluating node importance and describing a random walk process in a network structure; it is also a part of an eigenvector centrality method [4,5,10]. PR was initially created to rank web pages—a high PR value indicates that a web page is connected to other pages that also have high PR values. The PR value of node $i$ is defined as

$$PR (i) = \frac{1 - d}{n} + d \cdot \sum_{j \in NB_{n-1}(i)} \frac{PR (j)}{C_{out} (j)}$$

where $PR (i)$ is the PR value of node $i$, $C_{out} (j)$ the out-degree of neighbor $j$, and $d$ a damping factor indicating the probability of a random walker following the link structure. The probability of a random walker randomly jumping to other web pages is $1 - d$. The value of $d$ is usually assigned as 0.85, as is the case in this study.

2.3. Community detection and modularity

The goal in community detection is to identify the best network partition in which edge connectivity is tight inside a community and lose between communities [9,15–21]. Network type variation results in different meanings—for example,
in terms of community structure corresponding to a set of web pages on the same topic; of a social group in an acquaintance network; of a circuit, pathway or motif serving a certain synthesizing or regulating function in a metabolic network; or of a target group of customers exhibiting the same purchase behaviors in a social network.

Since there are many possible partitions for any given network, how to measure network partition quality is an important issue. Girvan and Newman have proposed using edge betweenness-based hierarchical clustering to identify community structure [15], as well as a modularity measure to evaluate community structure quality [16,17]. Regarding modularity, a meaningful network partition is one with many edges inside communities and only a few between communities. For a network with K communities, modularity is defined as

\[ Q = \sum_{i=1}^{K} \left( e_{ii} - a_i^2 \right) = \sum_{i=1}^{K} \left( \frac{p_i}{|E|} - \left( \frac{q_i}{2|E|} \right)^2 \right) \]  

where \( e_{ii} \) is the proportion of edges with two endpoints within community \( m_i \), \( a_i \) the proportion of edges with at least one endpoint within community \( m_i \), \( p_i \) the number of edges with two endpoints within community \( m_i \), and \( q_i \) the sum of the degree of community \( m_i \) as a node.

2.4. Community detection using GAs

Multiple network spreader or K key-player selection and community detection problems can be reduced to NPC problems [23]. Evolutionary computing methods such as genetic algorithms (GAs) are generally suitable for finding approximate rather than optimal solutions. Further, single-objective (e.g. Meme-Net) and multiple-objective GAs (e.g., MOEA/D-Net, GANet, MOGA-Net, MIGA, and APMOEA) have been applied to community detection problems [24,25,28,35,36,38–44]. Related gene coding representations (e.g., straightforward and locus-based) and genetic operations have been proposed, with modularity and community scores used as GA fitness functions [25,29,35–37,40–42]. Affinity propagation (AP) [44,45] has recently been used as a pre-processing method to find initial community structure configurations for all individuals, as well as to accelerate population evolution by identifying good starting points, after which straightforward gene representation and single- or multiple-objective evolutionary algorithms can be used to find satisfactory community detection solutions.

GA gene representation consists of encoding and decoding steps (also referred to as genotypes and phenotypes). For example, in a network with K communities, each network partition solution is represented as an individual (or chromosome) \( idv = (g_1, g_2, \ldots, g_n) \) in population \( pop = \{idv_1, idv_2, \ldots, idv_n\} \). In the encoding step of straightforward representation (Fig. 1), each gene is assigned a community id value \( g_i \in [1, K] \), meaning that node \( i \) belongs to community \( m_i \). During the decoding step, community structure is reconstructed by decoding information encoded in an individual, with each node \( i \) assigned to community \( m_i \) by gene or community id value \( g_i \). In contrast, in locus-based representation encoding steps, each gene is randomly assigned a neighbor id \( g_i \in NB_{h=1} (i) \), meaning that an edge exists between nodes \( i \) and \( j \). During the decoding step, other transformation approaches such as the Union-Find algorithm and Disjoint-Set data have been used to reconstruct network community structures [23].

According to the genetic operation literature, examples of selection operations include roulette wheel, tournament, truncation, and elitist, among others [28,29]. Crossover and mutation operation decisions depend on the type of gene representation being used. Since traditional single or multi-point crossovers are capable of destroying community structures encoded in an individual, crossover operations in straightforward representations can be one-way or two-way [25,28,43]. The mutation operation utilizes bit-by-bit mutation or self-evolution (SE) methods [25], compared to locus-based representation in which crossover operations can be uniform [40]. In uniform crossovers, two individuals \( idv_y \) and \( idv_y \) are randomly chosen from a population. A randomly generated mask is used to determine each \( idv_{new} \), which is duplicated in the same position in \( idv_{new} \). Table 1 presents a uniform crossover example. The mutation operation is similar to bit-by-bit, but with the constraint that each gene is randomly assigned a neighbor id based on the mutation rate [35–37,40–42].

3. Proposed framework

The purpose of TPEF is to determine an appropriate number of K communities in a network, as well as performance efficiency and community structure quality. However, efficiency and community structure quality might be considered a

<table>
<thead>
<tr>
<th>Table 1 Uniform crossover example.</th>
</tr>
</thead>
<tbody>
<tr>
<td>v_1</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
</tbody>
</table>
trade-off. For a given network with $K$ communities, the gene representation associated with the SGA can result in good performance efficiency, but the large solution search space (i.e., $K$ options for each gene) can result in poor community structure quality. For the LGA, topology-based gene representation can result in a smaller solution search space (i.e., fewer options on average taken from neighbors) and better community structure quality; the $K$ number can be determined automatically. Accordingly, TPEF has advantages over both the SGA and LGA.

The TPEF procedure is shown as Algorithm 1. For a given network, the $K$ number of communities is assumed as unknown. The first step consists of inputting variables for each phase—for example, number of evolution $num_{evo}$, number of generation $num_{gen}$, number of population $num_{pop}$, selection rate $rate_{sel}$, crossover rate $rate_{cro}$ and mutation rate $rate_{mut}$. Next, the LGA is used during phase one to determine a $K$ number with appropriate community structure quality; phase one then returns $idv_{best}^p_1$. During phase two, the SGA is used to maximize $idv_{best}^p_1$ modularity; $idv_{best}$ is determined by comparing the current $idv_{best}^p_2$ with the previous $idv_{best}$. Last, TPEF returns the $idv_{best}$ of a given network as the approximate community detection solution.

![Algorithm 1 Two-Phase Evolutionary Framework.](image)

Gene representation, genetic operation, and fitness function configurations for each TPEF phase (as well as SGA and LGA) are shown in Table 2. In TPEF, locus-based representation is used during phase one, with each gene of an individual being randomly assigned by selecting its neighbors' node id. The Union-Find algorithm and Disjoint-Set data structure [23] are used as parts of an additional transformation approach. Straightforward representation is used in phase two, with each gene of an
Table 2
SGA, LGA and TPEF configurations.

<table>
<thead>
<tr>
<th>Method</th>
<th>SGA</th>
<th>LGA</th>
<th>TPEF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Phase 1</td>
<td>Phase 2</td>
<td>Phase 1</td>
</tr>
<tr>
<td>Encoding</td>
<td>Straightforward</td>
<td>Locus-based</td>
<td>Locus-based</td>
</tr>
<tr>
<td>Selection</td>
<td>Truncation selection</td>
<td>Locus-based</td>
<td>Locus-based</td>
</tr>
<tr>
<td>Crossover</td>
<td>Uniform crossover</td>
<td>Locus-based</td>
<td>Locus-based</td>
</tr>
<tr>
<td>Mutation</td>
<td>Bit-by-bit mutation</td>
<td>Locus-based</td>
<td>Locus-based</td>
</tr>
<tr>
<td>Fitness</td>
<td>Modularity</td>
<td>Locus-based</td>
<td>Locus-based</td>
</tr>
</tbody>
</table>

An individual being randomly assigned a value picked from the distribution of its neighbor’s community id. During truncation selection, the highest chromosome fitness is preserved based on the top \( \text{rate}_{\text{sel}} \) selection rate to create new individuals. In uniform crossover, two parent individuals are randomly chosen from a population, and new offspring are produced by randomly exchanging each gene according to the crossover rate \( \text{rate}_{\text{cro}} \). Bit-by-bit mutation differs slightly for each TPEF phase: in phase one, each gene mutation is based on the node id of its neighbors; in phase two, each gene mutation is based on the neighbors' community id distribution. In the fitness function, modularity is used and calculated according to Algorithm 2, as in (5).

During each TPEF phase, Algorithm 2 is used to calculate modularity as the fitness value of every individual in the population. First, a community set \( M = \{m_1, m_2, \ldots, m_K\} \) is reconstructed using additional transformation approaches to decode the network structure information of an individual; \( m_i = \{v_1, v_2, \ldots, v_{n_i}\} \) is the set of nodes belonging to community \( m_i \), where \( v_j \in V \). An \( e \) array of length \( K \) is created for the purpose of counting and checking each edge \( e_{ij} \in E \) to determine whether the two endpoints are in the same community \( m_i \). An \( a \) array is used to accumulate the node degree sum in community \( m_i \). \( M^d \) is used to store the id of the community that node \( i \) belongs to. The next step is to check whether community set \( M \) contains an empty set following the mutation operation. Finally, modularity values are calculated as the fitness of each id\( v \), as in (5).

Algorithm 2 Fitness Function.

**Input**: network \( G \), community \( M \).

**Output**: fitness value (modularity) of id\( v \).

1: \( Q \leftarrow 0 \)
2: \( e \leftarrow [0, 1, 0, 2, \ldots, 0_K] \)
3: \( a \leftarrow [0, 1, 0, 2, \ldots, 0_K] \)
4: \( M^d \leftarrow [0, 1, 0, 2, \ldots, 0_{|V|}] \)
5: \For \( m_i \) in \( M \):
6: \If \( m_i \) is empty:
7: \Return \( Q \)
8: \For \( v_j \) in \( m_i \):
9: \( a_i \leftarrow a_i + C_d(v_j) \)
10: \( M^d_i \leftarrow i \)
11: \For \((v_{j'}, v_j)\) in \( E \):
12: \( M^d_i \leftarrow M^d_i \)
13: \( e_{M^d_i} \leftarrow e_{M^d_i} + 1 \)
14: \For \( i = 1 \) to \( K \):
15: \( p_i \leftarrow a_i/|E| \)
16: \( q_i \leftarrow (a_i/2|E|)^2 \)
17: \( Q \leftarrow Q + (p_i - q_i) \)
18: \Return \( Q \)

Multiple network spreader selection is based on TPEF-identified community structures. Each spreader (represented as center \( T_i \) and selected from community \( m_i \) nodes) is defined as

\[
T_i = \arg \max_{v_j \in m_i} C_{m_i}^C(j)
\]

where \( C_{m_i}^C(j) \) is the center degree of node \( j \) in community \( m_i \). If \( C_{m_i}^C(j) = 1 \), node \( j \) is connected to all nodes in community \( m_i \); if \( C_{m_i}^C(j) \) is close to 0, node \( j \) is connected to nodes in other network communities.
Table 3
LFR model parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1000</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>2</td>
</tr>
<tr>
<td>$\beta$</td>
<td>1</td>
</tr>
<tr>
<td>$u$</td>
<td>0.01, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6</td>
</tr>
<tr>
<td>$\langle k \rangle$</td>
<td>20</td>
</tr>
<tr>
<td>$k_{\text{max}}$</td>
<td>50</td>
</tr>
<tr>
<td>$z_{\text{max}}$</td>
<td>50</td>
</tr>
<tr>
<td>$z_{\text{min}}$</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 4
Actual/identified community numbers from evolutionary algorithms.

<table>
<thead>
<tr>
<th>LFR networks</th>
<th>Mixing parameter $u$</th>
<th>0.01</th>
<th>0.05</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td></td>
<td>26</td>
<td>37</td>
<td>37</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>SGA</td>
<td></td>
<td>26</td>
<td>37</td>
<td>37</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>LGA</td>
<td></td>
<td>26.4</td>
<td>37.8</td>
<td>35.8</td>
<td>33.8</td>
<td>29.8</td>
<td>29.9</td>
<td>32.1</td>
<td>31.3</td>
</tr>
<tr>
<td>TPEF</td>
<td></td>
<td>27</td>
<td>38.3</td>
<td>34.8</td>
<td>34</td>
<td>30.2</td>
<td>28.6</td>
<td>28.4</td>
<td>30.4</td>
</tr>
<tr>
<td>$\langle k \rangle$</td>
<td></td>
<td>26</td>
<td>37</td>
<td>37</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>SGA</td>
<td></td>
<td>26</td>
<td>37</td>
<td>37</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>LGA</td>
<td></td>
<td>26.4</td>
<td>37.8</td>
<td>35.8</td>
<td>33.8</td>
<td>29.8</td>
<td>29.9</td>
<td>32.1</td>
<td>31.3</td>
</tr>
<tr>
<td>TPEF</td>
<td></td>
<td>27</td>
<td>38.3</td>
<td>34.8</td>
<td>34</td>
<td>30.2</td>
<td>28.6</td>
<td>28.4</td>
<td>30.4</td>
</tr>
</tbody>
</table>

Table 5
Evolutionary algorithm parameters.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\text{num}_\text{evo}$</th>
<th>$\text{num}_\text{pop}$</th>
<th>$\text{rate}_\text{crossover}$</th>
<th>$\text{rate}_\text{mutation}$</th>
<th>$K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGA</td>
<td>30</td>
<td>100</td>
<td>0.1</td>
<td>0.8</td>
<td>0.05</td>
</tr>
<tr>
<td>LGA</td>
<td>30</td>
<td>100</td>
<td>0.1</td>
<td>0.8</td>
<td>Unknown</td>
</tr>
<tr>
<td>TPEF</td>
<td>30</td>
<td>50</td>
<td>0.1</td>
<td>0.8</td>
<td>0.05</td>
</tr>
<tr>
<td>Phase 1</td>
<td>30</td>
<td>50</td>
<td>0.1</td>
<td>0.8</td>
<td>Unknown</td>
</tr>
<tr>
<td>Phase 2</td>
<td>50</td>
<td>50</td>
<td>0.1</td>
<td>0.8</td>
<td>Unknown</td>
</tr>
</tbody>
</table>

Table 6
Social network statistics.

| Network   | $|V|$ | $|E|$ | $K$ | $\langle C_c \rangle$ | $k_{\text{max}}$ | $\langle k \rangle$ | $r$ |
|-----------|------|------|-----|------------------------|-------------------|---------------------|-----|
| dolphins  | 62   | 159  | 2   | 0.259                  | 12                | 5.129               | −0.0436 |
| football  | 115  | 613  | 12  | 0.4032                 | 12                | 10.661              | 0.1624 |
| karate    | 34   | 78   | 2   | 0.5706                 | 17                | 4.5882              | −0.4756 |
| polblogs  | 1222 | 16714| 2   | 0.3203                 | 351               | 27.355              | −0.2213 |
| polbooks  | 105  | 441  | 3   | 0.4875                 | 25                | 8.4                 | −0.1279 |
| santafe   | 118  | 200  | 4   | 0.6119                 | 29                | 3.3898              | −0.3075 |

4. Experimental results and discussion

In our preliminary experiment, the LFR model [33,34] was used to generate synthesized networks with different community structure properties and to test the quality of the community structures identified by the proposed algorithm. Degree and community size were assumed as following power-law distributions in the LFR model, whose parameters were $\gamma$, the degree distribution exponent; $\beta$, the community size distribution exponent; $k_{\text{max}}$ and $k_{\text{min}}$, the upper and lower node degree boundaries, respectively; $z_{\text{max}}$ and $z_{\text{min}}$, the community size constraints; mixing parameter $u$, a proportion of a node sharing links with the nodes of other communities; and $1-u$, a proportion of nodes sharing links with other nodes in the same community. The LFR parameter values [44] used in this study are shown in Table 3. For each $u$, 10 synthesized networks with the same community number as in Table 4 were generated by the LFR model. Each synthesized network was used for 30 evolutions, and each evolution was run for 50 or 100 generations (Table 5).

Six well-known social networks with ground-truth-community information (i.e., known $K$ values) were used in the preliminary experiment. Chosen social networks were Zachary’s karate club [46], dolphins [47], American college football [15], political book [48], political blogs [49], and Santa Fe Institute collaboration [15]. Social network statistics are presented in Table 6, with $|V|$ designating the number of nodes, $|E|$ the number of edges, $K$ the number of communities, $\langle C_c \rangle$ the average clustering coefficient, $k_{\text{max}}$ the maximum node degree, $\langle k \rangle$ the average node degree, and $r$ network assortativity. In our preliminary experiments, each social network was used for 30 evolutions, and each evolution run for 50 or 100 generations.

Normalized mutual information (NMI) was used to measure the quality of community structures identified by the algorithms [50]. The degree of similarity between true partition $X$ and the identified partition $Y$ can be calculated using
NMI, defined as
\[
NMI(X, Y) = \frac{2 \cdot I(X, Y)}{H(X) + H(Y)}
\]  
(8)

\[
I(X, Y) = \sum_x \sum_y P(x, y) \log \frac{P(x, y)}{P(x)P(y)}
\]  
(9)

where \(H(X) = -\sum_{x \in X} P(x) \log P(x)\) is the Shannon entropy of true partition \(X\), and \(P(x)\) the proportion of community \(x\) in partition \(X\). \(H(Y)\) is the Shannon entropy of identified partition \(Y\), and \(P(y)\) the proportion of community \(y\) in partition \(Y\). \(I(X, Y)\) is mutual information for \(X\) and \(Y\) indicating the level of correct \(Y\) identification by the algorithm when \(X\) is given. \(P(x, y)\) is the percentage of overlap between \(X\) and \(Y\). If \(NMI(X, Y) = 1\), the partitions are identical, otherwise they are considered independent.

We used a susceptible–infective–recovered (SIR) model and the network-based spreading simulation shown in Algorithm 3 to evaluate the spreading capabilities of multiple network spreaders based on the algorithm's identified community [3,4,7,8,20,51–53]. \(S\) set nodes are susceptible to information or diseases, \(I\) set nodes are capable of infecting neighbors, and \(R\) set nodes are immune and cannot be reinfected. Let \(|S_t|\) denote the number of susceptible nodes, \(|I_t|\) the number of infected nodes, \(|R_t|\) the number of recovered nodes, and \(\rho_t\) the proportion of immune nodes—all at time \(t\). The total number of nodes is expressed as \(|S_t| + |I_t| + |R_t| = |V|\). During the first step of a network-based spreading simulation, all nodes are in the \(S\) state except for the initial spreaders, which are in the \(I\) state. During step two, each \(I\) state node randomly infects its neighbors according to an infection rate \(rate_{inf}\) at each time step \(t\), then enters an \(R\) state (i.e., \(rate_{rec} = 1\)). A cumulative incidence of contagion \(\rho_t = |R_t|/|V|\) is calculated at the end of each time step. Step 2 is repeated until the maximum time step requirement is satisfied or, if necessary, when the \(I\) state set is empty.

Algorithm 3 Network-based Spreading Simulation.

Input: network \(G\), time-step \(num_{step}\), initial nodes \(I_{init}\), infection rate \(rate_{inf}\), recovery rate \(rate_{rec}\).
Output: network spreading result \(\rho\).

1: \(S \leftarrow \{\} \cup V\)
2: \(I \leftarrow \{\}\)
3: \(R \leftarrow \{\}\)
4: \(\rho \leftarrow [0_0, 0_1, ... , 0_{num_{step}}]\)
5: For \(t = 0 \) to \(num_{step}\):
6: \(I_t \leftarrow \{\}\)
7: \(R_t \leftarrow \{\}\)
8: IF \(I_t = 0\):
9: \(I_t \leftarrow I \cup I_{init}\)
10: \(S \leftarrow S - I\)
11: Else:
12: \(I_t \leftarrow \text{SusceptibleToInfected}(G, S, I, rate_{inf})\)
13: \(R_t \leftarrow \text{InfectedToRecovered}(I, R, rate_{rec})\)
14: \(R \leftarrow R \cup R_t\)
15: \(I \leftarrow I \cup I_t\)
16: \(I \leftarrow I - R_t\)
17: \(S \leftarrow S - I_t\)
18: \(\rho_t \leftarrow |R_t|/|V|\)
19: Return \(\rho\)

The hardware used for our experiments consisted of an Intel Core 2 Quad Q8200S @ 2.33 GHz CPU with 4 GB DDR4 RAM (Windows 7 Enterprise 64-bit SP1 OS). SGA, LGA and TPEF programs were constructed using Python 3.4, NetworkX 1.9.1, Numpy 1.9.2 and Scipy 0.15.1. Results were analyzed in terms of execution time, community detection, convergence analysis, and network-based spreading simulation within a multiple network-spreader scenario.

Average run time for each method was calculated over 30 evolutions for each LFR and social network. Evolutionary algorithm settings are shown in Table 5. According to the execution time results shown in Tables 7 and 8, the proposed TPEF outperformed the SGA and LGA in terms of average execution time, since the \(num_{gen}\) and \(num_{pop}\) parameters were set at one-half those of the SGA and LGA. In some cases performance efficiency is more important than community structure quality, depending on how quickly an appropriate \(K\) number of communities is determined. Table 4 presents results for average number of identified communities \(\langle K\rangle\) over 30 evolutions, as determined by the three algorithms. When \(u = 0.01–0.1\), \(K\) can be determined using locus-based gene representation methods such as LGA and TPEF. As shown, when \(u = 0.2–0.6\), the identified \(K\) moved further away from the actual \(K\) as the community structure became increasingly indistinct. Table 4 also illustrates another problem of using locus-based representation for identifying \(K\) when community structure is indistinct: community structure becomes fragmented, breaking up into multiple sub-communities. This problem requires a new form of modified locus-based representation, or the application of advanced techniques such as affinity propagation [44,45].
As shown in Table 9, optimum TPEF modularity occurred when $u = 0.01-0.2$, and second best TPEF modularity was observed when $u = 0.3-0.6$ (very close to LGA values). All LGA modularity results exceeded SGA and TPEF when $u = 0.3-0.6$. As shown in Table 10, optimum modularity was identified by LGA and TPEF in all networks except polblogs. On average, LGA modularity results were the best, with TPEF results equal or very close to the LGA and SGA results. Each TPEF phase setting can be adjusted according to individual study requirements or depending on whether the K number is known or unknown. For example, to determine a K number, phase one TPEF parameters can be set close to or at the same values as for the LGA, and to optimize modularity, the phase two TPEF parameters can be set close to or at the same values as for the SGA. To expand TPEF usability, any approach or deterministic method that fits with the purpose of each phase can be combined with TPEF for community detection problems.

Regarding community detection accuracy, the SGA was used as a baseline in the case of a known K, and the LGA and TPEF were used for unknown K cases. This allowed for observations of differences between TPEF and SGA/LGA according to different community structures. The NMI was used to evaluate identified community structure quality. As shown in Fig. 2, TPEF retained optimum NMI value when $u = 0.01-0.1$, had an NMI value close to that for the LGA and better than the SGA when $u = 0.2$, and an NMI value that was close to SGA when $u = 0.3-0.6$. Note that SGA and LGA NMI values were identical when $u = 0.3-0.6$. These results suggest that TPEF is capable of identifying appropriate community...
Fig. 2. Normalized mutual information (NMI) results.

(a) $u = 0.01$. (b) $u = 0.05$. (c) $u = 0.1$.

(d) $u = 0.2$. (e) $u = 0.3$. (f) $u = 0.4$.

(g) $u = 0.5$. (h) $u = 0.6$.

Fig. 3. Results from convergence analysis of LFR networks.
structures with satisfactory NMI values in cases where the community $K$ number is unknown and community structure is distinct. However, TPEF produced poor results when $u = 0.3–0.6$ due to the trade-off of community structure quality for performance efficiency (Tables 7 and 8). These results can be improved by adjusting the TPEF parameters (e.g. $num_{gen}$ and $num_{pop}$) to produce better community structure quality without a significant loss of performance efficiency. To make the entire framework more flexible and self-adaptive for different network community structure properties, parameters $num_{gen}$ and $num_{pop}$ can be encoded into individuals and joint evolutionary processes, resulting in a new fitness function that acquires better community structure quality and uses less time for execution.

Fig. 3 presents average convergence data over 30 evolutions for each $u$ of an LFR network. Fig. 3 presents data for the first 50 generations of each method only when TPEF generation number ($num_{gen}$) = 50 (see also Table 5). For the LFR networks, the TPEF results converged very quickly to an approximate optimal solution at all $u$ values; some final TPEF results were close to LGA results when $u = 0.01$ or 0.3–0.6. As shown in Fig. 4, TPEF results converged more quickly to an approximate optimal solution compared to LGA and SGA, since phase one of TPEF was capable of quickly determining an appropriate community number $K$, and phase two was capable of continually maximizing modularity.

Last, the network-based spreading simulation and SIR model were used to evaluate the spreading capabilities of multiple network spreaders selected according to different measures and the community-based method, as in (6). A total of 5000 simulations were executed (50 time steps per simulation). $\rho_t$ denotes the average cumulative incidence of contagion—that is, the average number of recovered nodes at time $t$. In the SIR model, $rate_{inf} = 0.08$ and $rate_{rec} = 1$. According to the multiple network spreader selection strategy, betweenness, closeness, degree, $k$-shell, and PageRank measures followed the naive top-$K$ strategy, meaning that the top-$K$ nodes were selected as spreaders. The community-based method was used to select representative community centers.

According to the network spreading results shown in Fig. 5, use of the community-based method can result in a higher number of infected nodes compared to the other network measures when $u = 0.01–0.1$; no difference in spreading results was noted when $u = 0.2–0.6$. As shown in Fig. 6, using the community-based method to select multiple network spreaders can result in an approximately 40% gain in network spreading compared to the closeness centrality and $k$-shell methods when $u = 0.01$; at this point a decrease occurs when $u$ increases. In contrast, when $u \geq 0.2$, using the naive top-$K$ strategy can produce network-spreading results similar to those produced by the community-based method (i.e., benefits less than 5% of the average community effect), while also saving application time.
5. Conclusion

The community detection approach described in this paper can be used to select multiple spreaders in a network. In this study, we assumed an unknown \(K\) number of communities when proposing a two-phase evolutionary framework (TPEF) as a trade-off between performance efficiency and community structure quality. In phase one, \(K\) is automatically determined according to the network topology structure. In phase two, the modularity of the identified community structure produced by phase one is maximized. Last, multiple network spreaders are selected as community centers based on the identified TPEF community structure.

We used the LFR model to generate synthesized networks with different community structure properties (i.e., different \(u\) mixing parameters) and six well-known social networks to test our proposed algorithm. Execution time results indicate that TPEF performed well, with satisfactory community structure quality under specific parameter constraints. According to our community detection analysis, TPEF produced the best NMI-identified community structure values when \(u = 0.01\)–0.1, and good NMI values when \(u = 0.2\). We used network-spreading simulations to compare various measures (e.g., degree centrality) and community-based methods, and to analyze the effects of community structure on network spreading. Our data indicate that using the community detection approach resulted in an average 40% benefit—that is, compared to the results produced by the closeness centrality and \(k\)-shell methods, we observed a 40% higher cumulative incidence of contagion in network spreading resulting from the community structure effect when \(u = 0.01\).

Our results also suggest that a network’s community structure can affect the choice of method when multiple network spreaders are involved. When community structure is obvious (i.e., \(u = 0.01\)–0.1), community detection approaches can be used to assist in the selection of multiple network spreaders, thus benefitting the network spreading-associated community structure. In contrast, if the community structure is not obvious (i.e., \(u \geq 0.2\), the naive top-\(K\) strategy based on clear measurements is sufficient for selecting multiple network spreaders.
This study highlights an interesting research issue: whether community detection approaches should be used to assist in the selection of multiple network spreaders when the K number of communities of a given network is unknown. Our results indicate that community detection approaches require considerable time without providing significant benefits in terms of network spreading when community structure is applied to networks with high u mixing parameters. Accordingly, developing an index, mechanism, or sampling technique is required for determining an appropriate mixing parameter \( u \) of a network to support decisions about applying community detection approaches to multiple network spreader selection.
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